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For the first part of this dissertation, we look at two standard algorithms used to sort permutations by $t$ stacks in series. The first is the right-greedy algorithm created by West. The second is the left-greedy algorithm introduced by Atkinson, Murphy, and Ruškuc. They showed that the left-greedy algorithm is optimal for $t = 2$. By considering where entries of the permutation are at key points in the process, we show that the use of the left-greedy algorithm on $t$ stacks in series will result in sorting any permutation that could be sorted using the right-greedy algorithm on $t$ stacks in series. For $t \geq 2$, we show how to construct permutations that can be sorted by just two stacks in series using the left-greedy algorithm, but cannot be sorted by $t$ stacks in series using the right-greedy algorithm. We also prove that when applied to $t$ stacks in series where $t > 2$, the use of the left-greedy algorithm is not optimal nor is the class of permutations sorted by the left-greedy algorithm closed.

Then we allow the addition of a type of movement on the stacks where entries from the last stack can return to the first stack instead of going to the output. We show that this allowance does nothing to improve the sorting ability of two stacks
in series. However, when this move is introduced to three or more stacks in series, we are then able to sort any permutation.

We also look at the parity of the number of permutations of length \( n \) sortable by one or two stacks. In the case of one stack, this result is well known. The parity of the number of 2-stack sortable permutations of length \( n \) has been recently determined combinatorially by Bóna. We present a semi-combinatorial proof that the number of permutations of length \( n \) which are sortable by two stacks in series is odd exactly half the time.

Finally, we consider the problem of permutation reconstruction. This problem is an analogue of graph reconstruction, a long-considered question in graph theory. In the case of permutations, the problem can be stated as follows: In all possible ways, delete \( k \) entries of the permutation \( p = p_1p_2p_3...p_n \) and renumber accordingly, creating \( \binom{n}{k} \) substrings. How large must \( n \) be in order for us to be able to reconstruct \( p \) from this multiset of substrings? That is, how large must \( n \) be to guarantee that this multiset is unique to \( p \)? It is not difficult to show that if \( k = 1 \), then \( n \) must be at least five to guarantee the reconstruction of \( p \). We will then present a proof that when \( k = 2 \), we only need \( n \) to be at least six to guarantee the reconstruction of \( p \). We also present some partial results for when \( k > 2 \).
CHAPTER 1
AN INTRODUCTION TO STACK SORTING

In this chapter we will define some key terms and discuss some of the previous work done in the area of stack sorting.

1.1 Sorting Permutations by One Stack

Definition 1.1 When we refer to a permutation of length \( n \), we will simply mean a sequence of the numbers 1, 2, ..., \( n \) arranged in some order.

Definition 1.2 We say that a permutation is sortable by a single stack if starting at the beginning of a permutation, we can put the entries in a stack and remove them from the stack to the output as necessary by a “last in, first out” method to get the identity permutation while always keeping the entries in the stack in an increasing order from top to bottom.

Example 1.3 The permutation 4132 is stack sortable.

![Diagram of sorting 4132](image)

Figure 1–1: Sorting 4132

The ideas of stack sorting and sorting by stacks in series were introduced by Knuth [11]. In this book, he proved the following theorem.

Theorem 1.4 (Knuth) The number of permutations of length \( n \) which can be sorted by one stack is the \( n^{th} \) Catalan number, \( C_n = \frac{(2n)!}{n!(n+1)!} \).

The Catalan numbers are especially interesting to combinatorialists since they are known to enumerate some 150 different kinds of combinatorial objects.
Stack sorting has also led to other studies of permutations. Due to the nature of the types of permutations that could be sorted by stacks, the concept of pattern avoidance was introduced.

**Definition 1.5** A permutation \( p = p_1 p_2 \ldots p_n \) is said to avoid a pattern \( q = q_1 q_2 \ldots q_k \) if there is no sequence \( \alpha_1, \alpha_2, \ldots, \alpha_k \) such that \( 0 < \alpha_1 < \alpha_2 < \ldots < \alpha_k < n + 1 \) and \( p_{\alpha_i} < p_{\alpha_j} \) if and only if \( q_i < q_j \) for \( 1 \leq i, j \leq n \).

**Example 1.6** The permutation 1523746 contains the pattern 231 since the permutation contains the subsequence 574.

**Example 1.7** The permutation 12543 avoids the pattern 231.

After its introduction, the study of permutations that avoided particular patterns have been studied independently of their relevance to stack sorting. The most highly considered conjecture in this field was the Stanley-Wilf Conjecture. This conjecture was proved to be true in 2004 by Marcus and Tardos [13].

**Theorem 1.8** *(Marcus and Tardos)* If \( q = q_1 q_2 \ldots q_k \) is any permutation of length \( k \), then there exists a constant \( c_q \) such that the number of permutations of length \( n \) that avoid \( q \) is less than \( c_q^n \).

The relevance of pattern avoidance in stack sorting can be seen immediately. In the case when we sort by just one stack, the permutations that can be sorted are exactly the permutations that avoid the pattern 231.

### 1.2 Sorting Permutations by the Right-greedy Algorithm

**Definition 1.9** When we refer to stack sorting using \( t \) stacks in series, we use the same monotonicity rules for each stack, but once the entries leave a stack, they go directly into the next stack. The entries are put into the output when they have passed through all stacks. Note that the entries pass through the stacks from right to left.

West [22], [23] introduced a right-greedy algorithm to sort permutations by \( t \) stacks in series. The right-greedy algorithm always takes the rightmost legal move.
An example of how the right-greedy algorithm can be used to sort a permutation when we have two stacks in series is shown in Figure 1–2.

**Example 1.10** 4312 is sortable by two stacks in series when the right-greedy algorithm is applied.

![Diagram showing the sorting process of 4312 using the right-greedy algorithm with two stacks in series.](image)

**Definition 1.11** The optimal algorithm for 1-stack sorting allows us only to remove entries from the stack if the next entry cannot enter the stack without
violating the increasing order condition on the stack or if there are no more entries waiting to enter the stacks.

One can check that any permutation which can be sorted by one stack will be sorted by the stack in this manner.

**Definition 1.12** A permutation $p$ is said to be $t$-stack sortable if $p$ is sorted after being run through one stack $t$ times by the optimal algorithm for 1-stack sorting. We will use the standard notation, $W_t(n)$, for the number of $t$-stack sortable permutations.

One can see that the permutations that were sortable by the right-greedy algorithm on $t$ stacks in series are exactly those that are $t$-stack sortable. In fact, the movements made by the entries are the same. The only difference is that with the right-greedy algorithm we put the entries immediately into the next stack instead of putting them into an output before running them through the stack again.

Though enumeration of 1-stack sortable permutations is relatively straightforward, the same is not true when there are more stacks involved. Part of the problem in these cases is that once there is more than one stack, the class of permutations which are sortable when applying the right-greedy algorithm is no longer closed. In the case of permutations, a closed class is a class such that if a permutation $q$ is a member of the class, then every permutation which is contained in $q$ is also a member of the class. The permutations which can be sorted by $t$ stacks in series using the right-greedy algorithm when $t > 1$ are no longer categorized by pattern avoidance. The classic example is the following.

**Example 1.13** In the case when we have two stacks in series, the permutation 3241 is not sortable when we apply the right-greedy algorithm, but the permutation 35241 is sortable by the right-greedy algorithm on the two stacks even though it contains the pattern 3241.
The key to this difference is that the 5 of 35241 forces the 3 out first so as not to form the 231 pattern that occurs if 2 enters the stacks before the 3 leaves.

In fact, it turns out that 2-stack sortable permutations can be categorized as follows:

1. The permutation must avoid 2341 and
2. any 3241 pattern contained within the permutation must be part of a 35241 pattern.

West [22], [23] conjectured that the number of 2-stack sortable permutations of length $n$ was

$$W_2(n) = \frac{2}{(n+1)(2n+1)} \binom{3n}{n}.$$

This conjecture was shown to be true by Zeilberger [24]. In his proof, Zeilberger considered the largest decreasing subsequence $n(n-1)(n-2)...(n-i+1)$ of permutations of length $n$, applied a bijection and weight enumeration to the permutations, and then used a Pólya-Schützenberger-Tutte transform. All of this resulted in a ninth degree functional equation that required the use of a computer to solve.

It turns out that these permutations can be related to certain types of graphs and planar maps.

**Definition 1.14** A cut-vertex is a vertex $v$ of a connected graph $G$ such that if we were to remove $v$ and all of its incident edges, then the graph $G$ would no longer be connected.

**Definition 1.15** A nonseparable planar map is created by taking a connected graph without a cut-vertex and embedding it into the surface of a sphere. The surface is divided into faces. To make such a map into a rooted nonseparable planar map, define one vertex $r$ to be the root vertex and an edge incident to $r$ to be the root edge.

**Example 1.16** A rooted nonseparable planar map is shown in Figure 1–3.
Definition 1.17 If \( v \) is a vertex, say that \( \lambda(v) \) is its label. For \( a, b \in \{0, 1, 2, \ldots\} \), a \( \beta(a, b) \) tree is a rooted, labeled tree such that the following occur.

1. For any leaf vertex \( l \), we have \( \lambda(l) = a \).

2. If \( v \) is a vertex that is neither a leaf nor the root, look at its children \( v_1, v_2, v_3, \ldots, v_k \). Then \( a \leq \lambda(v) \leq b + \sum_{i=1}^{k} \lambda(v_i) \).

3. Finally if \( r \) is the root vertex and its children are \( r_1, r_2, r_3, \ldots, r_k \), then
   \[
   \lambda(r) = \sum_{i=1}^{k} \lambda(r_i).
   \]

Example 1.18 A \( \beta(1,0) \) tree is shown in Figure 1–4.

Since then, Dulucq, Gire, and West [8] and Goulden and West [10] have exhibited bijections between nonseparable rooted planar maps on \( n + 1 \) edges and 2-stack sortable permutations of length \( n \). The nonseparable rooted planar maps with \( n + 1 \) edges had been enumerated by Tutte [20]. In addition, a bijection between these nonseparable rooted planar maps on \( n + 1 \) edges and \( \beta(0, 1) \) trees on \( n + 1 \) vertices was shown by Cori, Jacquard, and Schaeffer [7]. This is especially
**Figure 1–4:** A $\beta(1, 0)$ tree on nineteen vertices.

interesting because there is also a bijection between permutations which can be sorted by two stacks in series and a similar class of labeled trees.

However, none of the proofs of the formula for $W_2(n)$ directly indicate why $W_2(n) < \binom{3n}{n}$. In particular, no injection from the 2-stack sortable permutations into a set of size $\binom{3n}{n}$ has been found.

A possible key to this problem is that 2-stack sortable permutations of length $n$ can be represented as unique words of length $3n$ consisting of the three letters, $d$, $l$, and $u$. The $d$ represents a move from the input to the first stack, the $l$ represents a move from the first stack to the second stack, and the $u$ represents a move from the second stack to the output. Some necessary conditions are clear, such as the fact that the $i^{th}$ $d$ must appear before the $i^{th}$ $l$ which in turn must appear before the $i^{th}$ $u$. It is also not difficult to see that any word corresponding to a 2-stack sortable permutation must not have consecutive letters $ll$ or $ud$. However, satisfying these conditions is not enough to guarantee a word that represents a 2-stack sortable permutation. Determining sufficient conditions is an unsolved problem.

Another interesting connection to 2-stack sortable permutations is a set $L_n$ of lattice paths. These paths start and end at $(0, 0)$, never leave the first quadrant, and use some combination of $3n$ steps where each of the steps is one
of the following types: $(1,1)$, $(0,-1)$, and $(-1,0)$. Kreweras [12] proved a more
general result which shows what the number of such paths is.

**Theorem 1.19 (Kreweras)**

\[ L_n = \frac{4^n}{(n+1)(2n+1)} \binom{3n}{n}. \]

This is precisely $2^{2n-1}W_2(n)$. Yet no correlation between these lattice paths
and 2-stack sortable permutations has been found besides the enumeration formu-
las. It seems that lattice paths have a relation to the words described above since
each step will have to appear exactly $n$ times and certainly the step $(1,1)$ would
 correspond to the letter $d$ since the $i^{th}$ occurrence of $(1,1)$ must come before $i^{th}$
 occurrence of both $(0,-1)$ and $(-1,0)$ to keep the path in the first quadrant. Now
since there is not a requirement concerning the $i^{th}$ time each of $(0,-1)$ and $(-1,0)$
appear with respect to each other, we have two choices for the $i^{th}$ pair of letters
$l$ and $u$. This only gives us $2^nW_2(n)$ though. The difficulties in finding where the
remaining lattice paths come from are the other restrictions on what makes a word
correspond to a 2-stack sortable permutation.

Beyond the case when $t = 2$, very little is known. In general, only a trivial
upper bound for $W_t(n)$ is known and this bound is only tight in the case when
t = 1.

**Proposition 1.20** \( W_t(n) < (t + 1)^{2n}. \)

This upper bound is obtained by using the following results: one is by Tarjan
[19] and the other is a corollary of a result due to Stankova and West [17].

**Theorem 1.21 (Tarjan)** Any permutation containing the pattern
$234...(t+1)(t+2)1$ is not $t$-stack sortable.

**Proof:** Suppose that we apply the right-greedy algorithm when attempting to
sort $234...(t+1)(t+2)1$ by $t$ stacks in series. The 2 will enter the first stack and
immediately have to move to the next stack so that the 3 can enter the first stack.
In fact, every time an entry is to be brought into the stacks, the entries already in the stacks must each be moved left. Thus $2, 3, 4, \ldots t + 1$ will each be in their own stack. As there are only $t$ stacks, these $t$ entries take up all of them and so $t + 2$ cannot enter the stacks unless the 2 leaves. Thus we cannot get the identity permutation and so this permutation is not $t$-stack sortable.

\[ \diamond \]

**Theorem 1.22** (Stankova-West) The number of permutations of length $n$ which avoid $234 \ldots (t + 2)1$ is the same as the number of permutations which avoid $(t + 2)(t + 1)\ldots 321$.

The following corollary actually gives an example of the Marcus-Tardos theorem with an optimal $c_q$.

**Corollary 1.23** The number of permutations of length $n$ that avoid $234 \ldots (t + 2)1$ is less than $(t + 1)^{2n}$.

**Proof:** We will show that the number of permutations that avoid $(t + 2)(t + 1)\ldots 321$ is less than $(t + 1)^{2n}$, which proves the corollary due to the previous theorem.

Let $p$ be a permutation of length $n$ that avoids $(t + 2)(t + 1)\ldots 321$. For any entry $p_i$ of $p$, let $k_{p_i}$ be the length of the longest decreasing subsequence of $p$ that ends with the entry $p_i$. Then we know $k_{p_i} < t + 2$ for all values of $i$.

For each set of entries $D_k = \{ p_i | k_{p_i} = k \}$, we first show that these entries must appear in ascending order in $p$. If not, suppose we have two entries $p_i$ and $p_j$ both in $D_k$ such that $i < j$ and $p_i > p_j$. Since $p_i \in D_k$, we know there exists a descending sequence $p_{\alpha_1}, p_{\alpha_2}, \ldots, p_{\alpha_{k-1}}, p_i$ in $p$. However, then we have a descending sequence $p_{\alpha_1}, p_{\alpha_2}, \ldots, p_{\alpha_{k-1}}, p_i, p_j$ of length $k + 1$ in $p$ which contradicts the assumption that $p_j \in D_k$.

Hence there exist sets $D_1, D_2, \ldots, D_{t+1}$ which partition the entries of $p$. There are $(t + 1)^n$ choices for which of the sets each of the $n$ entries is in. Then when
deciding which entry to put in each position, we have at most $t + 1$ choices since as soon as we decide to take an entry from $D_k$, we must take the lowest entry that has not been used already. Note that there are clear cases such as the first position when we have strictly less than $t + 1$ choices.

Hence the number of permutations of length $n$ that avoid $(t + 2)(t + 1)\ldots321$ is less than $(t + 1)^{2n}$.

Also interesting in the study of $t$-stack sortable permutations is the fact that the number of 1-stack sortable permutations is

$$W_1(n) = \frac{\binom{2n}{n}}{n + 1}$$

and the number of 2-stack sortable permutations is

$$W_2(n) = \frac{\binom{3n}{n}}{\frac{3}{2}(n + 1)(2n + 1)}.$$

This would lead one to believe that that perhaps for larger values of $t$ we would have

$$W_t(n) = \frac{\binom{(t+1)n}{n}}{\text{some polynomial}}.$$

However, numerical evidence first explored by West [22] and later by Guibert in 2003 (not published) seems to indicate that this is not the case for $t = 3$. This is because $W_3(n)$ appears to have prime factors much larger than $4n$.

None the less, it would be interesting to know if the numerator of this formula still provides an upper bound as it did in the cases when $n = 1$ and $n = 2$.

**Question 1.24** Is $W_t(n) < \binom{(t+1)n}{n}$ ?

In the next section we look at another way to sort permutations by $t$ stacks in series.
1.3 Sorting Permutations by the Left-greedy Algorithm

In 2000, Atkinson, Murphy, and Ruškuc [1] used a left-greedy algorithm for sorting permutations using two stacks in series. The left-greedy algorithm always takes the leftmost legal move. Here we consider a legal move to be moving an entry to a stack where it is smaller than the entry below it or moving an entry to the output if it is the smallest entry not already there. An example of the left-greedy algorithm being applied to sort a permutation by two stacks in series is shown in Figure 1-5.

Example 1.25 Sorting 4312 by two stacks in series using the left-greedy algorithm.

This algorithm proved to be crucial when looking at permutations sortable by two stacks in series due to the following theorem proved in the aforementioned paper.

Theorem 1.26 (Atkinson, Murphy, and Ruškuc) The left-greedy algorithm can be used to sort any permutation that can be sorted by two stacks in series.

As with permutations which are sortable by two stacks in series when using the right-greedy algorithm, the permutations of length $n$ that can be sorted by two stacks in series using the left-greedy algorithm can also be represented by a unique word of length $3n$ with $n$ of each of the letters $d$, $l$, and $u$ representing the same types of moves as described earlier. However, with this algorithm they were able to determine necessary and sufficient conditions to be a word representing a permutation sortable by two stacks in series. Not only must the $i^{th}$ $d$ appear before the $i^{th}$ $l$ which appears before the $i^{th}$ $u$, also these words cannot have consecutive letters $ll$, $du$, or $Sl$ where $S$ itself is a word representing a permutation of length $k$. The second set of conditions can be seen to be necessary due to the fact that one must always take the leftmost legal move available. The proof that these are
Figure 1–5: Sorting 4312 using the left-greedy algorithm
sufficient conditions is more difficult. Words satisfying these conditions are called $GM$-words.

This classification of what makes a word correspond to a permutation allowed Atkinson, Murphy, and Ruškuc to count the number of such permutations of a given length $n$. First an irreducible $GM$-word was defined to be a $GM$-word $W$ such that it could not be broken down to get $W = W_1W_2$ where both $W_1$ and $W_2$ were $GM$-words themselves. They then set up a bijection between irreducible $GM$-words and a class of description trees called $\beta(0,1)$ trees on $n$ vertices, previously defined in Definition 1.17. These trees were enumerated by Cori, Jacquard, and Schaeffer [7] by constructing a bijection between them and 2-colorable cubic planar maps with $3n$ edges which were enumerated by Tutte [20].

**Example 1.27** A $\beta(0,1)$ tree is shown in Figure 1–6.

![Figure 1–6: A $\beta(0,1)$ tree on nineteen vertices.](image)

This bijection allowed Atkinson, Murphy, and Ruškuc [1] to then enumerate the number of permutations of length $n$ which are sortable by two stacks in series. They constructed a bijection between the set of all $GM$-words of length $3n$ and plane forests of $\beta(0,1)$ trees on $n$ vertices to deduce the following theorem.
Theorem 1.28 (Atkinson, Murphy, and Ruškuc) Let $z_n$ be the number of permutations of length $n$ sortable by two stacks in series; then

$$\sum_{n=0}^{\infty} z_n x^n = \frac{32x}{-8x^2 + 20x + 1 - (1 - 8x)^2}.$$ 

An explicit formula for $z_n$ is given by

$$\frac{7n^2 - 3n - 2}{2} \cdot (-1)^{n-1} + 3 \sum_{i=2}^{n} 2^{i+1} \cdot \frac{(2i - 4)!}{i!(i - 2)!} \cdot \binom{n - i + 2}{2} \cdot (-1)^{n-1}.$$ 

Unlike when using the right-greedy algorithm, these sortable permutations are a closed class. In fact, it was shown that the basis of minimal unsortable permutations was infinite and contained exactly the permutations of the form $p = (2, 2m - 1, 4, 1, 6, 3, 8, 5, \ldots, 2m - 2, 2m - 5, 2m, 2m - 3)$ where $m \in \{2, 3, 4, \ldots\}$. This is especially interesting because they found that the number of permutations of length $n$ that avoided all the permutations in this basis is the same as the number of permutations of length $n$ that avoid only the permutation 1342 which had been enumerated by Bóna [3]. This is the first result where the number of permutations of a given length that avoid one basis set of permutations is the same as the number of permutations of the same length that avoid a basis set of a different cardinality.

Despite the numerical correlation between permutations that avoid all the permutations in the infinite basis described above and the permutations that avoid only the permutation 1342, there is no direct bijection linking the two. However, Bóna’s proof of the enumeration of the permutations of length $n$ that avoid 1342 had also shown a bijection between $\beta(0, 1)$ trees and a subclass of permutations that avoid 1342.

Question 1.29 Is there some sorting device that allows one to sort exactly the permutations that avoid 1342?
**Question 1.30** If so, does the method of sorting yield a bijection between the permutations of length $n$ that avoid $\text{1342}$ and those which can be sorted by two stacks in series?

Once again, for cases when $t$ is larger than two, little is known about both the number of permutations that can be sorted by $t$ stacks in series in general and the number of permutations that can be sorted by $t$ stacks in series when the left-greedy algorithm is applied. The upper bound stated in Proposition 1.20 referring to permutations which are sortable by $t$ stacks in series when using the right-greedy algorithm also applies to these permutations. This is since the monotonicity requirements we have placed on the stacks will not allow $234\ldots(t + 1)(t + 2)1$ to be sorted by $t$ stacks in series. Unfortunately as we will show, the left-greedy algorithm ceases to be optimal or provide a closed class as soon as there are more than two stacks in series.
CHAPTER 2
ALGORITHMS FOR SORTING WITH \( t \) STACKS IN SERIES

2.1 Examples of Using the Left-greedy and Right-greedy Algorithms

In the next section, we will compare the two algorithms. It will be shown that the use of the left-greedy algorithm will allow us to sort any permutation that could have been sorted by the right-greedy algorithm when sorting by \( t \) stacks in series. In addition, when we have two or more stacks in series, there are permutations that will be sorted by only the left-greedy algorithm when each algorithm is applied.

We now present an example of a permutation which can only be sorted by the left-greedy algorithm when we try applying each algorithm with two stacks in series. This also gives insight into why the right-greedy algorithm does not yield a closed class of permutations, since inserting a large element into an appropriate place might force the right-greedy algorithm to make a more optimal move than it would without the large element.

**Note:** For the purposes of this chapter, we will say that an algorithm *fails* when we cannot move any entry to a stack without violating the increasing order condition on the stacks and we cannot move the next entry of the identity permutation into the output.

**Example 2.1** The permutation 3241 cannot be sorted by two stacks in series when using the right-greedy algorithm.

In Figure 2–1, notice that the 4 cannot enter the first stack because it is larger than 3. Likewise the 3 cannot move left to the second stack because it is larger than 2. Finally the 2 cannot exit the stacks because the 1 is not already in the output.
Example 2.2 The permutation 3241 is sortable by two stacks in series when using the left-greedy algorithm.

In Figure 2–2, notice that moving the 3 to the second stack before the 2 traps it in the first stack is what gives the left-greedy algorithm the ability to sort this permutation.

The results shown in the remainder of this chapter are reproduced with permission from the author’s paper [18].

2.2 Comparing the Left-greedy and Right-greedy Algorithms

The fact that any permutation that can be sorted by the right-greedy algorithm will also be sorted by the left-greedy algorithm on \( t \) stacks in series will follow from the subsequent lemma. It was already known for the case when \( t = 1 \), since both algorithms are the same and when \( t = 2 \) since the left-greedy algorithm is known to be optimal.

Definition 2.3 Define the \( i^{\text{th}} \) critical moment to be the time right before the entry \( p_i \) would enter the stacks or when the algorithm fails, whichever happens first.

In Figure 2–3 we show the sorting of 4123 using two stacks in series by each algorithm carried out until the third critical moment.
Figure 2–2: Sorting 3241 using the left-greedy algorithm
Figure 2-3: Sorting 4123 until the third critical moment using the left-greedy algorithm and then doing the same with the right-greedy algorithm.

**Lemma 2.4** Suppose we have $t$ stacks in series and let $p = p_1p_2...p_n$ be a permutation. For every $i = 1, 2, ..., n$, at the $i^{th}$ critical moment each entry of the permutation is at least as far left by the left-greedy algorithm as it would be by the right-greedy algorithm at its $i^{th}$ critical moment.

**Note:** The output is the furthest left position and the input is the furthest right position.

**Proof:** We use induction on the $i^{th}$ critical moment. It is clear that the lemma is true for when $i = 1$ and when $i = 2$. Suppose it is true for $i$ and show for $i + 1$.

If $p_i$ can never enter the stacks by the left-greedy algorithm, then let $p_j$ be the first entry of the permutation that could not enter the stacks. If the left-greedy algorithm failed before $p_j$ entered the stacks for $j < i$, then the right greedy algorithm must have failed before $p_j$ could enter also. Otherwise the induction hypothesis condition would be false since $p_j$ would be further left at the $i^{th}$ critical moment. If $j = i$, then there exists a $\gamma < p_i$ in the rightmost stack when using the left-greedy algorithm. However, if the right-greedy algorithm got even this far without being stuck, then $\gamma$ must be in the rightmost stack by this algorithm as
well by the induction hypothesis. Therefore the right-greedy algorithm fails by this point also, so the lemma trivially holds for all subsequent $p_i$’s including $p_{i+1}$.

Thus we may assume that $p_i$ can enter the stacks by the left-greedy algorithm. Also, since we are still trivially done if the right-greedy algorithm fails before $p_i$ enters the stacks, we may assume $p_i$ can enter the stacks by the right-greedy algorithm as well.

Hence when using the induction hypothesis, we may assume that the stacks using the right-greedy algorithm are as in Figure 2–4 at the $i^{th}$ critical moment, with all entries being at least as far left in the stacks using the left-greedy algorithm as those using the right-greedy algorithm.

\[
\begin{array}{cccc}
\text{Output} & a & b & c & d \\
. & . & . & . & . \\
. & . & . & . & . \\
t & t-1 & 2 & 1 & \ldots \ldots \ P_i, P_{i+1}, \ldots \ P_n
\end{array}
\]

Figure 2–4: Stacks using the right-greedy algorithm immediately before $p_i$ enters

When $p_i$ enters the first stack by each algorithm, we still have the condition that each entry is at least as far left by the left-greedy algorithm as by the right-greedy algorithm since no entries move left except for $p_i$ moving into the first stack in both algorithms. The condition continues to hold if we carry out the left-greedy algorithm (while not continuing to carry out the right-greedy algorithm on the other series of stacks) until it is time for $p_{i+1}$ to enter the stacks or the algorithm fails since we are only moving entries left in the stacks using the left-greedy algorithm. We now have the stacks that use the left-greedy algorithm being as shown in Figure 2–5 and the stacks that use the right-greedy algorithm as shown in Figure 2–6.

Now if when we carry out the right-greedy algorithm until $p_{i+1}$ should enter or the algorithm fails, and it results with each entry being no further left than where
it was by the left-greedy algorithm, then we are done. Suppose there is an entry $x$ such that $x$ was in the $k^{th}$ stack by the left-greedy algorithm at this point, but $x$ moves further left by the right-greedy algorithm before $p_{i+1}$ enters. Choose $x$ to be the first entry for which this happens (in the order of the steps of the right-greedy algorithm) and look at what is happening when $x$ moves from the $k^{th}$ stack to the $(k + 1)^{st}$ stack.

We first note that if such an entry exists, the $(k + 1)^{st}$ stack is actually a stack and not the output. This is because $x$ would not be in the last stack by the left-greedy algorithm since any entry that has already had all entries smaller than it enter the stacks, leaves by the left-greedy algorithm before a new entry enters. Thus no entry can leave the stacks by the right-greedy algorithm that has not also left by the left-greedy algorithm.

Since $x$ did not move to the $(k + 1)^{st}$ stack by the left-greedy algorithm, there must be an entry $y_0 < x$ in the $(k + 1)^{st}$ stack at this point by this algorithm. As all entries are no further left by the right-greedy algorithm at the point when we are about to move $x$ from the $k^{th}$ stack to the $(k + 1)^{st}$ stack, it must be that
$y_0$ is to the right of $x$ at this point using the right-greedy algorithm. Hence the stacks where the left-greedy algorithm was applied must be as in Figure 2–7 and the stacks where the right-greedy algorithm was applied must be as in Figure 2–8 at this point.

Figure 2–7: Stacks when the left-greedy algorithm has been carried out until the $(i + 1)^{st}$ critical moment.

Because $y_0$ is in the stacks and further right than $x$, if $y_0$ could have moved, it would have priority over $x$ by the right-greedy algorithm. If $y_0$ was not the top entry of its stack at this point, then the smaller entry at the top of the stack would have priority over $x$. Thus there must be a $y_1 < y_0$ at the top of the stack directly to the left of $y_0$. Likewise, since $y_1$ is to the right of $x$ and it also didn’t move, there must be a $y_2 < y_1$ at the top of the stack directly to the left of $y_1$ as seen in Figure 2–9. This process continues until we have $x$ directly to the left of $y_j$ for some $j$.

But then moving $y_j$ to the $k^{th}$ stack above $x$ would be a further right move than moving $x$. This is a contradiction to the assumption that moving $x$ was the next move by the right-greedy algorithm.
Thus there is no entry that moves further left by the right-greedy algorithm than by the left-greedy algorithm at the \((i + 1)^{st}\) critical moment. Therefore the Lemma is proved.

\[ \Box \]

Now we are ready to prove the main result of this chapter.

**Theorem 2.5** Any permutation sorted by the right-greedy algorithm on \(t\) stacks in series is also sorted by the left-greedy algorithm on \(t\) stacks in series.

**Proof:** This argument follows that of the previous Lemma in the case of failure at the \(i^{th}\) critical moment. Let \(p\) be the permutation we are trying to sort. If the left-greedy algorithm fails, there must exist an entry of \(p\) that can never enter the stacks. Let \(p_i\) be the first entry of the permutation \(p\) that could not enter the stacks. Then the moment when no entries can move any further by the left-greedy algorithm, which is also the \(i^{th}\) critical moment, there exists a \(\gamma < p_i\) in the rightmost stack stopping \(p_i\) from entering the stacks. However, if the right-greedy algorithm got even this far without being stuck, then \(\gamma\) must be in the rightmost stack by this algorithm as well by the previous Lemma. Therefore the right-greedy algorithm also fails.

\[ \Box \]
To see that the left-greedy algorithm sorts more permutations than the right-greedy algorithm when \( t > 1 \), we simply need an example of a permutation that is not sortable by \( t \) stacks in series using the right-greedy algorithm, but is sortable on \( t \) stacks using the left-greedy algorithm.

**Example 2.6** For \( t > 1 \), the permutation \((t + 1)t(t - 1)\ldots32(t + 2)1\) is not sortable by \( t \) stacks in series when using the right-greedy algorithm, but is sortable by \( t \) stacks in series by the left-greedy algorithm. In fact, the left-greedy algorithm only needs two stacks in series to sort this permutation regardless of what \( t \) is.

In particular, when we have two stacks, this permutation is 3241. Example 2.1 demonstrated that using the right-greedy algorithm to sort 3241 by two stacks in series did not work in Figure 2–1. In Example 2.2 it was shown that the left-greedy algorithm could be used to successfully sort 3241 by two stacks in series in Figure 2–2.

Hence we have proved the following proposition.

**Proposition 2.7** The left-greedy algorithm is strictly better than the right-greedy algorithm for sorting permutations by \( t \) stacks in series when \( t \geq 2 \). By this we mean that the set of all permutations (of all lengths) sorted by \( t \) stacks in series when the right-greedy algorithm is applied is strictly contained in the set of all permutations sorted by \( t \) stacks in series when the left-greedy algorithm is applied.

### 2.3 Obtaining More Permutations which are Sortable by \( t \) Stacks in Series

In the following lemma we show one way to obtain permutations of length \( n \) that are sortable by \( t \) stacks in series when the left-greedy algorithm is applied from permutations of length \( n - 1 \) which can be sorted using the left-greedy algorithm on \( t - 1 \) stacks in series. It will also be shown that if a permutation of length \( n - 1 \) is sortable by \( t - 1 \) stacks in series, then a permutation of length \( n \) that is sortable by \( t \) stacks in series can be constructed from it the same way.
However, this will not hold true when we restrict ourselves to using the right-greedy algorithm.

**Lemma 2.8** Let \( p = p_1 p_2 ... p_{n-1} \) be sortable by the left-greedy algorithm on \((t - 1)\) stacks in series. Inserting \( n \) anywhere in the permutation will result in a permutation \( p' \) that is sortable by the left-greedy algorithm by \( t \) stacks in series.

**Example 2.9** The permutation 4231 is sortable by two stacks in series when using the left-greedy algorithm. Inserting 5 between 3 and 1 gives us 42351 which is sortable by three stacks in series. In Figure 2–10 we show 4231 and 42351 being sorted by three stacks in series. Here 4231 is shown being sorted by three stacks in series instead of two in order to demonstrate the process described in the proof of Lemma 2.8.

**Proof:** Since \( p \) is sortable on only \( t - 1 \) stacks in series by the left-greedy algorithm, we know that if we try to sort our augmented permutation \( p' \) with the left-greedy algorithm on \( t \) stacks, as each entry in \( p' \) is about to enter the stacks until (possibly) after \( n \) enters, the rightmost stack will be empty. This is because the left-greedy algorithm would always move the entries in the stacks left before allowing a new entry to enter. Hence if we could not get one of the original entries of \( p \) to move out this first stack (before \( n \) has the possibility of interfering), \( p \) would not be sortable by the left-greedy algorithm on \( t - 1 \) stacks. Because of this, it is clear that all entries up to and including \( n \) of \( p' \) will enter the stacks by the left-greedy algorithm.

**Claim:** If we ignore the moves made by \( n \), the left-greedy algorithm on \( p' \) proceeds exactly the same way as it does on \( p \) when we try to sort both by \( t \) stacks.

An example of this is claim being true has already been shown in Figure 2–10.

**Proof of Claim:** This is evident until the entry \( n \) enters the stacks when sorting \( p' \). If there is some discrepancy, let moving \( x \) from the \( k^{th} \) stack to the \((k + 1)^{st}\) stack be the first move made on \( p' \) that does not match that on \( p \). Note that \( x \neq n \). Say
Figure 2–10: 4231 and 42351 being sorted by three stacks in series using the left-greedy algorithm.
moving $y$ from the $l^{th}$ stack to the $(l + 1)^{st}$ stack is the corresponding move on $p$. Because the previous moves all corresponded before this point, each entry $p_i \neq n$ is in the same position for both permutations until we make this move.

Note that neither $x$ nor $y$ can be leaving the stacks for the output at this time. This is because both permutations have the same output and if one permutation has an entry other than $n$ at the top of the leftmost stack, the other has the same entry there. Thus if the entry should be the next out, it is the leftmost move for both.

Case 1: $k > l$

In this case, moving $x$ from the $k^{th}$ stack to the $(k + 1)^{st}$ stack is the further left move. But then $x$ should have been able to move when the left-greedy algorithm was applied to $p$ as well since there can be no additional entries in the $(k + 1)^{st}$ stack for $p$ that are not there for $p'$.

Case 2: $l > k$

The same argument as in Case 1 holds because the only extra entry that could be in the $(l + 1)^{st}$ stack for $p'$ is $n$ and since all the other entries are smaller, $n$ cannot prevent another entry from moving left.

This completes the proof of the claim. Since we know $n$ can enter the $t$ stacks for the permutation $p'$ using the left-greedy algorithm and all entries $1, 2, 3, ..., (n - 1)$ can enter the $t$ stacks for the permutation $p$ by the left-greedy algorithm, by the claim we know all the entries of $p'$ can enter the $t$ stacks when using the left-greedy algorithm. Hence $p'$ is sortable by $t$ stacks in series using the left-greedy algorithm.

$\diamond$

It is even easier to show the result is true if we allow any algorithm to be used to sort the permutation.
**Lemma 2.10** Let \( p = p_1 p_2 \ldots p_{n-1} \) be sortable by some algorithm on \((t-1)\) stacks in series. Inserting \( n \) anywhere in the permutation will result in a permutation \( p' \) that is sortable by \( t \) stacks in series.

**Proof:** Since we only needed \( t - 1 \) stacks in series to sort \( p \) by some algorithm \(*\), we may consider an algorithm on \( p' \) that proceeds exactly as \(*\) does on the entries originally in \( p \) except that when the entries first come in, they move one stack further left than they originally stopped. That is, for the entries \( p_i \neq n \), the first stack is essentially skipped. This leaves the first stack open for \( n \) to enter. We leave \( n \) in that first stack until all the other entries have left the stacks and then finally we move \( n \) through the remaining \((t - 1)\) stacks and into the output, sorting \( p' \).

This type of movement is shown in our earlier example in Figure 2–10. (All other entries that enter the stacks after \( n \) may easily move past \( n \) since they are smaller than \( n \).)

\( \Diamond \)

As stated before, this method of constructing permutations that are sortable by \( t \) stacks in series will not work if we only want to allow the right-greedy algorithm to sort the permutation.

**Example 2.11** Consider the permutation 321, which is sortable by one stack using the right-greedy algorithm. Putting 4 into the third position results in the permutation 3241 which is not sortable by the right-greedy algorithm on two stacks in series.

We can also start with permutations that are sortable by \( t \) stacks in series to get longer permutations that are also sortable by \( t \) stacks in series. In this first proposition, we look only at the permutations sortable by the left-greedy algorithm.

**Proposition 2.12** Let \( p \) be a permutation of length \( n - 1 \) that is sortable by \( t \) stacks in series using the left-greedy algorithm. We may insert \( n \) into any one of
the first \( t \) positions or into the last position to get a new permutation \( p' \) that is also sortable by \( t \) stacks in series using the left-greedy algorithm.

**Example 2.13** The permutation 2341 can be sorted by three stacks in series when using the left-greedy algorithm. Inserting 5 between 3 and 4 we get the permutation 23541 which is also sortable by three stacks in series when the left-greedy algorithm is applied. We show both permutations being sorted this way in Figure 2–11.

**Proof:** This result is clear for when \( n \) is put in the last position. This is shown in Figure 2–11. Suppose \( n \) was inserted into one of the first \( t \) positions. It is clear that \( n \) may enter the stacks at its turn since there are at most \( t - 1 \) entries ahead of \( n \) and there are \( t \) stacks. The remainder of the proof follows exactly as the proof for Lemma 3.1.

\( \Diamond \)

The previous proposition allows us to give the following lower bound on the number of permutations of length \( n \) which are sortable by \( t \) stacks in series.

**Corollary 2.14** Let \( n \geq t \). Then the number of permutations of length \( n \) that are sortable by \( t \) stacks in series (using the left-greedy algorithm) is at least \( t!(t+1)^{n-t} \).

**Proof:** Every permutation of length \( t + 1 \) is sortable by \( t \) stacks in series using the left-greedy algorithm. We may insert \( t + 2 \) into any of the first \( t \) positions or into the last position to get a permutation of length \( t + 2 \) that can be sorted using the left-greedy algorithm on \( t \) stacks in series. Repeat with \( t + 3, t + 4, ..., n \). This gives us \((t + 1)!(t + 1)^{n-t-1} = t!(t + 1)^{n-t}\).

\( \Diamond \)
Figure 2-11: 2341 and 23541 being sorted by three stacks in series using the left-greedy algorithm.
The previous proposition will also hold for sorting permutations on $t$ stacks in series using any algorithm that works. We first need the following lemma.

**Lemma 2.15** Suppose $p = p_1, p_2, ..., p_n$ is a permutation that can be sorted by $t$ stacks in series by some algorithm. Then there is an algorithm that never needs to leave an empty stack to the left of a nonempty stack at the $i^{th}$ critical moment for any given $i = 1, 2, ..., n$.

**Proof:** Suppose not. Then given an algorithm with a minimal number of such stacks left empty at a minimal number of critical moments that does work, consider the first critical moment an offending stack must be left empty. Let $p_j$ be an entry in the first nonempty stack to the right of an empty stack. Move $p_j$ one place to the left. Notice that any algorithm that works can still proceed as before, since $p_j$ does not block any entry that would have been able to move to the left of it had it not been moved. Hence the algorithm still works with one less empty stack at a critical moment. This is a contradiction.

\[\Diamond\]

**Proposition 2.16** Let $p$ be a permutation of length $n - 1$ that is sortable by $t$ stacks in series. We may insert $n$ into any one of the first $t$ positions or into the last position to get a new permutation $p'$ that is also sortable by $t$ stacks.

**Proof:** This is clearly true when we insert $n$ into the last position. Suppose that $n$ was inserted into one of the first $t$ positions. Since we do not need to leave empty stacks, it is clear that we may follow an algorithm that works for $p$ and $n$ can enter the stacks as there are at most $t - 1$ entries ahead of it. After that we may leave $n$ in the first stack until we are done carrying out the remainder of the algorithm since $n$ will not interfere with any other entries moving into the stacks. Finally, move $n$ through the remaining stacks and into the output to finish sorting $p'$.

\[\Diamond\]
Consider instances when we insert \( n \) into one of the first \( t \) positions of a permutation of length \( n - 1 \) that is sortable by the right-greedy algorithm on \( t \) stacks in series. In this case, the result is not always a permutation that is still sortable by the right-greedy algorithm on \( t \) stacks in series.

**Example 2.17** The permutation 6372451 is sortable by the right-greedy algorithm by three stacks in series, but 68372451 is not.

However, note that inserting an \( n \) at the end of such a permutation is easily seen to produce another permutation that is sortable by \( t \) stacks in series using the right-greedy algorithm.

### 2.4 More Information about the Left-greedy Algorithm for \( t > 2 \)

Although the left-greedy algorithm sorts any permutation that can be sorted by \( t \) stacks in series for \( t = 1 \) and \( t = 2 \), the left-greedy algorithm is not optimal when \( t > 2 \).

**Example 2.18** While it can be seen that the permutation 254167...\((t+3)(t+4)3\) is sortable by \( t \) stacks in series when \( t > 2 \), the left-greedy algorithm fails when \((t+4)\) would need to enter.

We show this in the case when \( t = 3 \) and we have the permutation 2541673. In Figure 2–12 we show how the left-greedy algorithm fails to sort this permutation by three stacks in series. In Figures 2–13 and 2–14 we show how this permutation can be sorted by three stacks in series when one is careful with how the entries move through the stacks. Notice that being patient with moving the 4 left is what makes the difference.

Also, the permutations sorted by the left-greedy algorithm are not a closed class when \( t > 2 \). (Since it is known [11] that the permutations sorted by \( t \) stacks in series is a closed class, this is actually enough to show that the left-greedy algorithm is not optimal for \( t > 2 \).)
Figure 2–12: 2541673 failing to be sorted by three stacks in series using the left-greedy algorithm.
Figure 2–13: Part I of 2541673 being sorted by three stacks in series.
Figure 2–14: Part II of 2541673 being sorted by three stacks in series.
Example 2.19 Let $t > 2$. While the permutation $254167... (t + 4)3$ is not sortable by $t$ stacks in series using the left-greedy algorithm, the permutation $2635178... (t + 5)4$ which contains the pattern $254167... (t + 4)3$ is sortable using the left-greedy algorithm by $t$ stacks in series.

We had already shown that in the case when $t = 3$, the permutation $2541673$ is not sortable by three stacks in series when the left-greedy algorithm is applied. However, the permutation $26351784$ is sortable by three stacks in series using the left-greedy algorithm as shown in Figures 2–15 and 2–16.

Figure 2–15: Part I of $26351784$ being sorted by three stacks in series using the left-greedy algorithm.
Figure 2–16: Part II of 26351784 being sorted by three stacks in series using the left-greedy algorithm.
CHAPTER 3
STACKS IN A CIRCULAR SERIES

Suppose instead of simply letting the entries of a permutation enter the stacks from left to right, we now allow entries from the last stack to continue to the output or return to the first stack. We will still keep both the monotonicity and “first in, last out” restrictions on all of the stacks. We will refer to this as sorting by stacks in a circular series. See Figure 3–1.

How much easier does having this extra allowance make it to sort permutations? This question is answered in the following two propositions.

**Proposition 3.1** When we have just two stacks, using the circular series will result in sorting exactly the same permutations that can be sorted by just having two stacks in series.

**Proof:** Since we are not required to have any entries of a permutation circle back to the first stack, it is clear that any permutation that can be sorted by two stacks in series can be sorted by two stacks in a circular series.

To see that there is no permutation that can be sorted by two stacks in a circular series that cannot be sorted by just two stacks in series, we consider a permutation $p$ that is not sortable by two stacks in series.

Figure 3–1: Stacks in a circular series

\[ p_1 p_2 \ldots p_n \]
We may assume that the left-greedy algorithm was applied as it is optimal in the case when we have just two stacks. Let $p_i$ be the first entry of $p$ that cannot legally enter the stacks. There must be an entry $c$ in the first stack that is smaller than $p_i$ which keeps $p_i$ from entering the stacks. Likewise, there is an entry $b$ in the second stack that is smaller than $c$ which keeps $c$ from moving to the next stack. Finally there must be an entry $a$ smaller than $b$ that has not yet entered the stacks and thus prevents $b$ from going to the output. See Figure 3–2.

![Figure 3–2: Stacks at the moment of failure.](image)

In order for this permutation to be sorted by two stacks in a circular series, there needs to be a way for $p_i$ to enter the stacks. For this to happen, $c$ cannot be in the first stack. Thus at some point we need to move $c$ left. Since the left-greedy algorithm was applied to try to sort the permutation by two stacks in series, we know that at every stage there must have been a smaller entry to the left of $c$ or above $c$. Our extra allowance may allow us to move the smaller entry from the left of $c$ back to the first stack, but then the entry is above $c$ and still must be moved to the left of $c$ before $c$ can move. Hence this does not help move $c$ left in any way. If the problem was that the smaller entry was above $c$, the left-greedy algorithm would have moved it left when it was possible and this move does not require our circular allowance. Thus there is no way to move $c$ left and thus we cannot bring $p_i$ in the stacks using two stacks in a circular series.

Hence no permutation can be sorted by two stacks in a circular series that could not have been sorted by two stacks in series.

◊
Since adding another possible move did not help at all when sorting by two stacks in series, it may be surprising to learn that once there are more than two stacks in series the addition of the circular move makes an immense difference. In fact, every permutation can be sorted by three or more stacks in a circular series. The difference can be seen in part by observing that the class of permutations that are sortable by \( t \) stacks in series is closed and therefore categorized by pattern avoidance. Thus if there is even a single pattern that must be avoided for a permutation to be sortable, by the previously mentioned Marcus-Tardos Theorem we know the number of such permutations of length \( n \) is bounded by \( c^n \) where \( c \) is a constant dependent only on the basis of patterns to be avoided.

**Proposition 3.2** For any integer \( t > 2 \), any permutation of any given length can be sorted by \( t \) stacks in a circular series.

This proposition will follow from the following lemma.

**Lemma 3.3** Given a permutation \( p \) and three stacks in a circular series, we can always maneuver the entries that are currently in the stacks to all be in any one stack.

**Proof:** This proof is done using induction on the number of entries in the stacks. It is clear when there is only one entry in the stacks. Suppose it is true when we have no more than \( k \) entries in the stacks and we will prove it when there are \( k + 1 \) entries.

Let \( p_{k+1} \) be the \((k+1)^{st}\) entry and suppose \( p_{k+1} \) is the \( i^{th} \) largest of these \( k + 1 \) entries.

Suppose we are trying to get the \( k + 1 \) entries all in the first stack. Before \( p_{k+1} \) enters the stacks, put the \( k \) entries already there so that they are all in the first stack using the induction hypothesis.

Then move the \( i - 1 \) smallest entries to the second stack. This can also be done using the induction hypothesis since there are less than \( k + 1 \) of these entries...
and they can move as if there are no other entries in the stacks since each is smaller than any of the remaining entries.

With the smaller elements out of the way, $p_{k+1}$ can freely enter the first stack. Once again the $i - 1$ smallest entries can move as though there are no other entries in the stack and so by the induction hypothesis, we can move them all back to the first stack.

To get the $k + 1$ entries in the second stack, the process is the same as before. Before letting $p_{k+1}$ enter the stacks, move the $k$ entries already there to the second stack. Then move the $i - 1$ smallest entries to the third stack. Now $p_{k+1}$ can enter the first stack and move to the second stack. Finally the $i - 1$ smallest entries can move back to the second stack.

If we are trying to get the $k + 1$ entries into the third stack, we need a slight variation on this method. Once again, before letting $p_{k+1}$ enter the stacks, put the $k$ original entries in the third stack. Next, bring $p_{k+1}$ into the first stack and over to the second stack. Now move the $i - 1$ smallest entries to the first stack. This allows to move $p_{k+1}$ to the third stack. Lastly bring the $i - 1$ smallest entries back to the third stack.

\[\diamond\]

This lemma gives us all we need to now prove the earlier proposition.

**Proof:** Since we can put all the entries in one stack, this means that we can put all $n$ entries of $p$ into the stacks and get them all in the last stack. Since the stacks are in descending order, we need merely to empty the third stack into the output to get the identity permutation.

Also note that having $t$ stacks when $t > 3$ does not hurt the process as we can always say that no entry stays in the stacks $3, 4, ..., t - 1$. That is, if an entry enters
any of these stacks it keeps moving left until it ends up in stack \( t \). Then we are essentially using only three stacks.

\[ \square \]

**Example 3.4** The permutation 23451 is not sortable by three stacks in series, but we can sort it when we put the stacks in a circular series. Figures 3–3 and 3–4 demonstrate one way this can be done.

![Diagram of sorting 23451 by three stacks in a circular series.](image)

Figure 3–3: Part I of sorting 23451 by three stacks in a circular series.
Figure 3-4: Part II of sorting 23451 by three stacks in a circular series.
CHAPTER 4
PARITY AND SORTABLE PERMUTATIONS OF A GIVEN LENGTH

Counting the permutations of length \( n \) that are sortable by two or more stacks is difficult. One way to get more information in that direction is to consider parity.

4.1 Parity of the Number of Permutations of Length \( n \) which are \( t \)-Stack Sortable for \( t = 1 \) or \( 2 \)

In the case of permutations of length \( n \) that are sortable by just one stack, there are many proofs of exactly when there are an odd number of such permutations. This is due to the fact that these permutations are counted by the Catalan numbers.

**Theorem 4.1** The \( n^{th} \) Catalan number is odd exactly when \( n = 2^r - 1 \) for some natural number \( r \).

One interesting combinatorial proof by Eğecioğlu [9] uses a collection of lattice paths which are also counted by the Catalan numbers. We present his proof here.

**Proof:** One type of combinatorial object that the \( n^{th} \) Catalan number counts is a set of lattice paths \( D_n \). These lattice paths start at \((0, 0)\) and end at \((2n, 0)\) by using only the steps \((1, 1)\) and \((1, -1)\) and never leave the first quadrant.

Define an involution \( \alpha : D_n \to D_n \) by reflecting the paths across the line \( x = n \). Then the only paths of \( D_n \) that have not been paired up are those which are symmetric with respect to the line \( x = n \).

To complete the proof, we will need to show that there are an odd number of these symmetric paths if and only if \( n = 2^r - 1 \) for some natural number \( r \).

Note that every lattice path in \( D_n \) takes exactly \( 2n \) steps. If \( w \) is a symmetric path of \( D_n \), then \( w \) can be broken down in such a way that \( w = w_1u\bar{u}w_2 \) where \( w_1 \)
and \(w_2\) are paths that take \(n - 1\) steps each. Then \(u\) would be either the step \((1, 1)\) or the step \((1, -1)\), and \(\bar{u}\) would be the other type of step.

We use this decomposition to define another involution \(\beta\). If \(w_1\) (and thus \(w_2\)) is not a path of \(D_{\frac{n-1}{2}}\), then we know that \(w_1\) stops above the \(x\)-axis. Therefore in this case it is safe to the swap steps \(u\) and \(\bar{u}\) to get another symmetric path of \(D_n\).

We define \(\beta\) in the following way.

\[
\beta(w) = \begin{cases} 
  w_1\bar{u}uw_2 & \text{if } w_1 \notin D_{\frac{n-1}{2}} \\
  w & \text{else.}
\end{cases}
\]

Now if \(n\) is even, then \(D_{\frac{n-1}{2}}\) does not exist and so the involution \(\beta\) completes the pairing. Hence \(|D_n|\) is even when \(n\) is even.

We use induction to prove the remainder of the theorem. The theorem is clearly true when \(n = 1\). Suppose it is true for any natural number less than \(n\). When proving this is true for \(n\), we may assume \(n\) is odd.

The only unpaired paths of \(D_n\) are the symmetric paths \(w = w_1u\bar{u}w_2\) where \(w_1 \in D_{\frac{n-1}{2}}\). Notice that \(w\) is completely determined by \(w_1\) since \(u\) must be the step \((1, 1)\) so that the path can remain in the first quadrant and \(w_2\) simply takes the opposite steps of \(w_1\) in the reverse order.

Thus \(f : D_n \to D_{\frac{n-1}{2}}\) where \(f(w) = w_1\) is a bijection. Hence
\[|D_n| \equiv |D_{\frac{n-1}{2}}| \pmod 2.\]

If \(|D_n|\) is odd, then we have \(|D_{\frac{n-1}{2}}|\) is also odd and thus \(\frac{n-1}{2} = 2^r - 1\) for some natural number \(r\). Hence \(n = 2^{r+1} - 1\).

Likewise, if \(n = 2^r - 1\) for some natural number \(r\), then \(\frac{n-1}{2} = 2^{r-1} - 1\) and so \(|D_{\frac{n-1}{2}}|\) is odd and thus \(|D_n|\) is odd as well.

Since \(C_n = |D_n|\) this completes the proof.

\(\diamond\)
The number of times that the number of 1-stack sortable permutations of a given length is odd is infinite. Interestingly, if we consider the function

$$\delta_{C_n} = \begin{cases} 
0 & \text{if } C_n \text{ is even} \\
1 & \text{if } C_n \text{ is odd}
\end{cases}$$

we can see that the density of $\delta_{C_n}$ is zero.

In the case of 2-stack sortable permutations of length $n$, it has been determined combinatorially by Bóna [4] exactly which values of $n$ have $W_2(n)$ odd. Starting with $n_0 = 1$, a number $m$ can be reached by some combination of the following steps:

1. $n_{i+1} = 2n_i - 1$ or
2. $n_{i+1} = 4n_i + 1$

if and only if the value of $W_2(m)$ is odd.

In fact, Bóna [4] showed that exactly $F_{k+1}$ of the values $n$ less than $2^k$ are such that $W_2(n)$ is odd. Note that $F_k$ denotes the $(k + 1)^{st}$ Fibonacci number.

If we consider the function

$$\delta_{W_2(n)} = \begin{cases} 
0 & \text{if } W_2(n) \text{ is even} \\
1 & \text{if } W_2(n) \text{ is odd}
\end{cases}$$

the density of $\delta_{W_2(n)}$ is again zero. This is so because the asymptotic growth of the Fibonacci numbers is roughly $(1.61)^n$.

Guibert has computed the number of 3-stack sortable permutations of length $n$ for $n \in 1, 2, 3, ..., 9$. He found that the only two cases where this number is odd is when $n = 1$ or $n = 9$. The only cases where the number is odd for 1-stack sortable permutations occur when $n = 2n + 1$, and the only cases when the number is odd for 2-stack sortable permutations occur when $n = 4n + 1$. These facts suggest that perhaps the only cases when the number is odd for 3-stack sortable permutations occur when $n = 8n + 1$. 
The parity of permutations of length $n$ that are sortable by two stacks in series is not difficult to find from the aforementioned formula in Theorem 1.28 for the number of such permutations,

$$S_n(1342) = \frac{7n^2 - 3n - 2}{2} \cdot (-1)^{n-1} + 3 \sum_{i=2}^{n} 2^{i+1} \cdot \frac{(2i - 4)!}{i!(i-2)!} \cdot \binom{n-i+2}{2} \cdot (-1)^{n-1}.$$ 

**Theorem 4.2** The number of permutations of length $n$ which are sortable by two stacks in series is odd exactly when $n$ is congruent to zero or one modulo four.

**Proof:** The first term is odd exactly when $n$ is congruent to zero or one modulo four. Each term of the summation can be seen to be even due to the relatively high power of two. Hence the number of permutations of length $n$ that are sortable by two stacks in series is odd if and only if $n$ is congruent to zero or one modulo four.

Here we show a semi-combinatorial proof of this theorem.

**Proof:** As was mentioned in Chapter 1, permutations which are sortable by two stacks in series are related to $\beta(0,1)$ trees. Recall that the permutations of length $n$ which are sortable by two stacks in series are in bijection with plane forests of $\beta(0,1)$ trees on a total of $n$ vertices. This was shown by Atkinson, Murphy, and Ruškuc [1]. What we will show is that there is an odd number of plane forests of $\beta(0,1)$ trees on $n$ vertices exactly when $n$ is congruent to zero or one modulo four.

The number of $\beta(0,1)$ trees on $n$ vertices is given by

$$3 \cdot 2^{n-2} \frac{(2n - 2)!}{(n-1)!(n+1)!}$$

as was proved by Cori, Jacquard, and Schaeffer [7].
This proof is only semi-combinatorial due to the fact that we use this formula to see that the number of $\beta(0, 1)$ trees on $n$ vertices is even exactly when $n > 3$. We define $f$ to be an involution on $\beta(0, 1)$ trees that takes one $\beta(0, 1)$ tree on $k$ vertices to another $\beta(0, 1)$ tree on $k$ vertices. Further we may assume that $f$ has no fixed points when $k > 3$. In the cases when $k = 1$ and $k = 2$, there is just one $\beta(0, 1)$ tree for each, so $f$ will fix these two trees. Finally in the case when $k = 3$, we have three $\beta(0, 1)$ trees as shown in Figure 4–1

![Figure 4–1: The three $\beta(0, 1)$ trees on three vertices.](image)

In this case we will have $f$ take tree \(a\) to tree \(b\) and fix the trees of type \(c\).

Now we consider plane forests of $\beta(0, 1)$ trees with a total of $k$ vertices. We pair most of these forests with other such forests by the following steps.

First, pair forests by applying $f$ to each tree. The remaining unpaired forests have some combination of only single vertex trees, trees with two vertices, or the three vertex tree \(c\).

The forests that remain are exactly those which contain at most one type of tree with three vertices, at most one type of tree with two vertices, and at most one type of tree with one vertex. What we are really looking at are ordered partitions of $n$ into parts no larger than three.

Let $a_n$ be the number of such partitions of $n$. It is clear to see that $a_0 = 1$, $a_1 = 1$, $a_2 = 2$, and $a_3 = 4$. By using a recursion on the number of these partitions, we will prove the following claim.

**Claim:** The number of ordered partitions of $n$ into parts that are no larger than three is odd exactly when $n$ is congruent to zero or one modulo four.
**Proof of Claim:** We will use induction on $n$. We have shown the claim to be true when $n \leq 3$. Suppose it is true for any whole number smaller than $n$. Then consider the ordered partitions of $n$ into parts no larger than three.

When $n$ is at least three, we know that the first part can be one, two, or three. Then the remainder is the same type of partition of $n - 1$, $n - 2$, or $n - 3$ respectively.

Hence $a_n = a_{n-1} + a_{n-2} + a_{n-3}$ when $n \geq 3$. Note that this recursion produces the Tribonacci numbers when $a_0 = 0$, $a_1 = 0$, and $a_2 = 1$. Besides the two initial zeros, the sequence for the Tribonacci numbers is the same as the sequence for number of partitions of $n$ into parts no larger than three.

If $n \equiv 0 \pmod{4}$, then by the induction hypothesis, only $a_{n-3}$ is odd while $a_{n-1}$ and $a_{n-2}$ are even, hence $a_n$ is odd.

If $n \equiv 1 \pmod{4}$, then again using the induction hypothesis, this time only $a_{n-1}$ is odd while $a_{n-2}$ and $a_{n-3}$ are even and so $a_n$ is odd.

If $n \equiv 2 \pmod{4}$, then only $a_{n-3}$ is even which means $a_n$ is even as well.

Finally, if $n \equiv 3 \pmod{4}$, now only $a_{n-1}$ is even and thus $a_n$ is also even.

Hence we have proved our claim which also proves our theorem since it has already been shown that there are an even number of the other $\beta(0,1)$ plane forests on $n$ vertices regardless of the value of $n$.

◊

As in the case of 1-stack sortable permutations, there are infinitely many times that the number of permutations of a given length which are sortable by two stacks series is odd. Recall that the number of permutations of length $n$ that are sortable by two stacks in series is the same as the number of permutations that avoid 1342.
In contrast to the previous cases, if we define

\[
\delta_{S_n(1342)} = \begin{cases} 
0 & \text{if } S_n(1342) \text{ is even} \\
1 & \text{if } S_n(1342) \text{ is odd}
\end{cases}
\]

the density of \(\delta_{S_n(1342)}\) not zero. In fact, since \(\delta_{S_n(1342)}\) is odd exactly when \(n \equiv 0\) or \(1\) (mod 4), the density of \(\delta_{S_n(1342)}\) is exactly one half.

This also means that the number of permutations of length \(n\) that avoid 1342 is odd for exactly half the values of \(n\). This is first instance where the number of permutations a given length that avoid a pattern is known to have an equal number of odd and even cases.
CHAPTER 5
PERMUTATION RECONSTRUCTION

5.1 Introduction


Conjecture 5.1 (Ulam) Let $A$ and $B$ be sets with $n$ elements each where $n \geq 3$. Also suppose that a metric $\rho_A$ is given on $A$ with the property that $\rho_A(x, y)$ is equal to either one or two for any two distinct elements $x$ and $y$ in $A$. A metric $\rho_B$ with the same property is given on $B$. Now suppose that there exists a bijection $f$ between the $(n - 1)$-element subsets of $A$ and the $(n - 1)$-element subsets of $B$ such that if $f(A_i) = B_i$ then $A_i$ is isometric to $B_i$. Then $A$ is isometric to $B$.

If we then suppose that $A$ and $B$ are unlabeled simple graphs and define the metric $\rho_A(x, y)$ (and similarly $\rho_B(x, y)$) to be such that

$$\rho_A(x, y) = \begin{cases} 1 & \text{if } x \text{ and } y \text{ are adjacent vertices of } A \\ 2 & \text{if } x \text{ and } y \text{ are nonadjacent vertices of } A \end{cases},$$

we get an equivalent graph theory conjecture.

Let $A$ and $B$ be any two unlabeled simple graphs with $n$ vertices where $n > 3$. Let $A_1, A_2, ..., A_n$ be all the minors that result when in each possible way you remove a single vertex and all its incident edges from the graph $A$. Suppose there is a way to label the minors $B_1, B_2, ..., B_n$ that result when in all possible ways you remove a single vertex and all its incident edges from the graph $B$ such that $A_i$ is isomorphic to $B_i$ for each $i \in \{1, 2, 3, ..., n\}$. The conjecture then states that this is enough to show that $A$ is isomorphic to $B$. 
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This conjecture can be stated alternatively to say that any unlabeled graph with more than three vertices can be reconstructed (up to isomorphism) from the set of minors that result from the removal of a single vertex and all its incident edges. One variation on this problem is trying to reconstruct a graph by looking at the minors that result when a single edge is removed instead of a vertex. Another is to fix a number \( k \) and see if graphs can be reconstructed if one considers the removal of each set of \( k \) vertices and their incident edges to form the minors.

Since Ulam made his conjecture, many partial results have been found in graph theory that are consistent with this. However, the complete problem remains unsolved.

We now consider this problem applied to permutations instead of graphs.

**Definition 5.2** Let \( p \) be a permutation of length \( n \). In all possible ways, delete \( k \) entries of \( p \). Then renumber (retaining the order) the obtained \( \binom{n}{k} \) strings as permutations so that their entries are from 1 through \( n - k \). We will refer to each of these renumbered strings as \( (n - k) \)-minors of \( p \). Call the multiset of these permutations the \( (n - k) \)-minor multiset of \( p \) and denote it \( M_k(p) \).

**Example 5.3** Consider the permutation \( p = 142536 \). If we remove two entries of \( p \) in all possible ways, we get the multiset:

\[
\{1425, 1423, 1453, 1253, 4253, 1426, 1456, 1256, 4256, 1436, 1236, 4236, 1536, 4536, 2536\}
\]

After renumbering and reordering, we have

\[
M_2(142536) = \{1234^3, 1243, 1324^5, 1342, 1423, 2143, 2314, 3124, 3142\}
\]

Let \( N_k \) be the smallest number such that if given \( M_k(p) \), where \( p \) is a permutation of length \( n \geq N_k \), we can figure out what \( p \) must have been. That is, each permutation of length \( n \geq N_k \) gives a unique multiset of \( (n - k) \)-minors, but there is a pair of permutations \( p \) and \( q \) each of length \( N_k - 1 \) where \( M_k(p) = M_k(q) \).
Note that although graph reconstruction has been seriously studied, it could be that the results for permutation reconstruction are completely different.

One reason to think that this may be the case can be seen by looking at posets ordered by minors of both graphs and permutations.

**Definition 5.4** A minor of a graph can be obtained by either contracting an edge (which makes the two vertices that were joined by the edge into a single vertex) or by deleting an edge.

Note that we can get the minors described in the graph reconstruction problem by contracting an edge incident to the vertex to be deleted and some other vertex \( v \) and then deleting edges that make \( v \) adjacent to vertices that it was not adjacent to before the contraction.

Consider a poset of unlabeled, simple graphs \( P_G \) obtained by the order \( \leq_G \) being such that \( G_1 \leq_G G_2 \) if and only if \( G_1 \) is a minor of \( G_2 \). Likewise let the poset \( P_P \) of permutations be obtained by applying the order \( \leq_P \) where \( p \leq_P q \) if and only if the permutation \( p \) is a minor of the permutation \( q \).

**Definition 5.5** An antichain of either \( P_G \) or \( P_P \) is a collection of objects where no object is a minor of another object.

It has been proved by Robertson and Seymour [14] that \( P_G \) does not have an infinite antichain. Since there is no infinite antichain, the graphs of \( P_G \) are said to have a well-quasi ordering.

However, \( P_P \) does not have a well-quasi ordering as there are examples of infinite antichains of the poset \( P_P \). One such example is the set of minimal permutations which are not sortable by two stacks in series given in Chapter 1. Another example can be found in Chapter 16 of A Walk Through Combinatorics by Bóna [6].

This difference in possibilities in the minors could make solving the corresponding reconstruction problems with permutations more promising than it
has been with graph theory. In fact, in the next sections, we present proofs that 
\( N_1 = 5, \ N_2 = 6, \) as well as some partial results for larger values of \( k. \)

5.2 The Case when \( k = 1 \)

**Proposition 5.6** Let \( p \) be a permutation of length \( n \geq 5. \) Then \( M_1(p) \) is unique to 
\( p. \) That is, \( N_1 \leq 5. \)

Before we prove this, we need a definition.

**Definition 5.7** A permutation \( p = p_1p_2...p_n \) is said to contain a factor \( q = q_1q_2...q_k \)
if \( p \) contains \( q \) as a contiguous subword.

The following proof of Proposition 5.6 is due to Bruce Sagan [15].

**Proof:** Let \( p \) be a permutation of length \( n \geq 5. \) We will first show that we can 
determine which position in \( p \) the 1 is in from \( M_1(p). \)

If 1 is in the \( i^{th} \) position in \( p, \) then consider the position of 1 in the \((n - 1)\)-
minors of \( p. \) We have

\[
\begin{align*}
n - i & \text{ times, 1 is in the } i^{th} \text{ position and} \\
i - 1 & \text{ times, 1 is in the } (i - 1)^{st} \text{ position.} 
\end{align*}
\]

(5.1)

Also, one time the position of 1 in an \((n - 1)\)-minor is determined by 2 when 
the original 1 of \( p \) is the entry deleted.

Thus we have three possibilities.

1. The 1 is in position \( i \) where \( p \) does not contain 12 or 21 as a factor. This 
happens if and only if there is a position \( j \neq i, i - 1 \) such that one of the 
\((n - 1)\)-minors of \( p \) has 1 in position \( j. \)

2. The 1 is in position \( i \) where \( p \) contains the factor 12. This case happens if 
and only if the positions \( i \) and \( i - 1 \) are the only places where any of the 
\((n - 1)\)-minors have a 1 and at least \( n - 2 \) of them, which is more than half of 
the \((n - 1)\)-minors since \( n \geq 5, \) also contain the factor 12. (The \( n - 2 \) times 
are when neither the original 1 or 2 was eliminated.)
3. The 1 is in position \( i \) where \( p \) contains the factor 21. This case happens if and only if the positions \( i \) and \( i - 1 \) are the only places where any of the \((n - 1)\)-minors have a 1 and at least \( n - 2 \) of them also contain the factor 21. Now we can determine which position \( i \) is from these possibilities and Equation 5.1 and thus we know where the 1 is in \( p \).

To complete the proof, we need to find which minor \( p' \) was produced by eliminating the original 1 of \( p \). Then we can simply insert the 1 into the \( i^{th} \) position of \( p' \) and increase all the other entries by one to get the permutation \( p \).

We will consider the three cases listed above.

1. In the case when \( p \) did not contain 12 or 21 as a factor, \( p' \) is the \((n - 1)\)-minor where 1 is not in position \( i \) or \( i - 1 \).

2. In the case when \( p \) contains the factor 12, we can see that \( p' \) is the permutation with shortest factor of the form 123...\( m \). This is true since eliminating an entry from the factor will decrease the length of it by one. Note that if the original \( p \) contains 123..(\( m + 1 \)), then eliminating any of the entries 1, 2, ..., \( m + 1 \) will result in such a minor, but since the entries are all adjacent, these minors will all be the same, so it will not matter which one of these minors we pick.

3. Finally when \( p \) contains the factor 21, we can see that \( p' \) is the permutation with shortest factor of the form \( m(m - 1)(m - 2)\)...21 by the same reasoning as in case 2.

Hence the proposition is proved.

\[ \diamond \]

**Theorem 5.8** \( N_1 = 5 \).

**Proof:** As a result of the previous proposition, what remains to be shown is that there is a pair of permutations \( p \) and \( q \) each of length four such that
\[ M_1(p) = M_1(q). \]

If we let \( p = 2413 \) and \( q = 3142 \) we can check that
\[ M_1(p) = \{132, 213, 231, 312\} = M_1(q). \]

\[ \diamond \]

5.3 The Case when \( k = 2 \)

Proposition 5.9 Let \( p \) be a permutation of length \( n \geq 6 \). Then \( M_2(p) \) is unique to \( p \).

We used a computer program to show that \( M_2(p) \) is unique to \( p \) if the length of \( p \) is six or seven.

Proof: We may now consider the case when the length of \( p \) is at least eight. We will use induction on the entries of \( p \).

First consider the position of 2 relative to the position of 1 in \( p \). In the \( \binom{n-2}{2} \) cases when neither the original 1 or 2 of \( p \) is eliminated, we get that in the resulting \( (n-2) \)-minors, the 1 is on the same side of 2 as in \( p \).

Since \( \binom{n-2}{2} > \frac{\binom{n}{2}}{2} \) when \( n > 7 \), we can determine which side of 1 the 2 is on in \( p \) from the \( (n-2) \)-minors of \( p \).

Now set aside \( \binom{n-2}{2} \) of the \( (n-2) \)-minors where 1 is on the same side of 2 as it is in \( p \). The remaining \( (n-2) \)-minors determine where 3 is relative to 1 and 2.

Notice when exactly one of 1 or 2 is eliminated and 3 is not, the 3 acts as a 2 in the resulting \( (n-2) \)-minors. The final cases occur when two of 1, 2 and 3 are eliminated and 3 acts as the 1 or is not included at all.

If in \( 0 \leq k \leq 3 \) of these \( (n-2) \)-minors, 1 is to the left of 2, then 3 must be to the left of both 1 and 2.

If in \( n - 3 \leq k \leq n \) of these \( (n-2) \)-minors, 1 is to the left of 2, then 3 must be between 1 and 2.
If in $2n - 6 \leq k \leq 2n - 3$ (all but at most three) of these $(n - 2)$-minors, 1 is to the left of 2, then 3 must be to the right of both 1 and 2.

Since $n \geq 8$, all of these cases are distinct.

We can now determine where 1, 2, and 3 are relative to one another.

Suppose we can determine where 1, 2, 3, ..., $i$ are relative to one another. Then we will show how to determine where $i + 1$ is relative to 1, 2, 3, ..., $i$.

We use another induction argument here. First we will show how to find where $i + 1$ is relative to 1, 2, and 3.

Consider where 1 is relative to $i - 1$ in the $(n - 2)$-minors of $p$. These can all be found by where 1, 2, 3, ..., $i$ are relative to each other except for the following cases:

$(i - 1 \choose 2)$ times this is determined by where 1 is relative to $i + 1$,

$i - 2$ times this relative order is determined by where 2 is relative to $i + 1$, and

one time this is determined by where 3 is relative to $i + 1$.

Since we know where 1, 2, and 3 are relative to one another, this determines where $i + 1$ is relative to 1, 2, and 3.

Now suppose we know where $i + 1$ is relative to 1, 2, ..., $k - 1$. To find where $i + 1$ is relative to $k$, consider where $k - 2$ is relative to $i - 1$ in the $(n - 2)$-minors of $p$. Except in the case where these two entries come from $k$ and $i + 1$, we know where $k - 2$ and $i - 1$ should be relative to one another in the $(n - 2)$-minors of $p$. Simply look at the remaining minors to determine where $k$ is relative to $i + 1$ in $p$.

Since we can determine where all the entries are relative to one another, we can find $p$ from its $(n - 2)$-minors.

\(\diamond\)

**Theorem 5.10** $N_2 = 6$.

**Proof:** Given the previous proposition, all we need to do is show is that there is a pair of permutations $p$ and $q$ each of length five such that $M_2(p) = M_2(q)$. 
If we let $p = 13524$ and $q = 14253$ we can check that

$$M_2(p) = \{123^3, 132^4, 213, 231, 312\} = M_2(q).$$

$\diamond$

### 5.4 The Case when $k = 3$

In this section we will use similar techniques as shown in the last section to prove that $N_3 = 7, 10, 11, 12,$ or 13.

**Proposition 5.11** Let $p$ be a permutation of length $n \geq 13$. Then $M_3(p)$ is unique to $p$.

**Note:** We can again use a computer program to show that $M_3(p)$ is unique to $p$ if the length of $p = 7$ or 8, but the numbers are too large for this program when we look at longer permutations. This in combination with the following proof and the later example show that $N_3 = 7, 10, 11, 12,$ or 13.

**Proof:** We may now consider the case when the length of $p$ is at least thirteen. We will use induction on the entries of $p$.

First consider the position of 2 relative to the position of 1 in $p$. In the

$\binom{n-2}{3}$

cases when neither the original 1 or 2 of $p$ is eliminated, we get that in the resulting $(n - 3)$-minors, the 1 is on the same side of 2 as in $p$.

Since $\binom{n - 2}{3} > \left(\frac{n}{3}\right)$ when $n > 12$, we can determine which side of 1 the 2 is on in $p$ from the $(n - 3)$-minors of $p$.

Notice when exactly one of 1 or 2 is eliminated and 3 is not, the 3 acts as a 2 in the resulting $(n - 2)$-minors. Note that there are $n - 2$ times when both 1 and 2 are eliminated and $2\binom{n - 3}{1}$ times when 3 is eliminated and exactly one of 1, 2 is eliminated. Hence there are $3n - 8$ times when the 3 does not act as the 2 in the $(n - 3)$-minors that result when at least one of 1, 2 is eliminated.

Now set aside $\binom{n-2}{3}$ of the $(n - 3)$-minors where 1 is on the same side of 2 as it is in $p$. The remaining $(n - 3)$-minors determine where 3 is relative to 1 and 2.
If in $0 \leq k \leq 3n - 8$ of these $(n - 3)$-minors, 1 is to the left of 2, then 3 must be to the left of both 1 and 2.

If in $\binom{n-3}{2} \leq k \leq \binom{n-3}{2} + 3n - 8$ of these $(n - 3)$-minors, 1 is to the left of 2, then 3 must be between 1 and 2.

If in $2\binom{n-3}{2} \leq k \leq 2\binom{n-3}{2} + 3n - 8$ of these $(n - 3)$-minors, 1 is to the left of 2, then 3 must be to the right of both 1 and 2.

Since $n \geq 13$, all of these cases are distinct.

We can now determine where 1, 2, and 3 are relative to one another.

Once again, from the total multiset of $(n - 3)$-minors of $p$, set aside $\binom{n-3}{3} + 3\binom{n-3}{2}$ of these minors that have 1, 2, and 3 in the same order as $p$ does. We do this since there are $\binom{n-3}{3} + 3\binom{n-3}{2}$ minors where at most one of 1, 2, and 3 is eliminated.

In the $(n - 3)$-minors that result from at least two of 1, 2, and 3 being eliminated, the 4 acts as the 2 except when three of 1, 2, 3, and 4 are eliminated.

If in $0 \leq k \leq 4$ of these $(n - 3)$-minors, 1 is to the left of 2, then 4 must be to the left of 1, 2, and 3.

If in $n - 4 \leq k \leq n$ of these $(n - 3)$-minors, 1 is to the left of 2, then 4 must be to the left of exactly two of 1, 2, and 3.

If in $2(n - 4) \leq k \leq 2n - 4$ of these $(n - 3)$-minors, 1 is to the left of 2, then 4 must be to the left of exactly one of 1, 2, and 3.

If in $3(n - 4) \leq k \leq 3n - 8$ of these $(n - 3)$-minors, 1 is to the left of 2, then 4 must be to the right of 1, 2, and 3.

Since $n \geq 13$, all of these cases are distinct.

We can determine where 1, 2, 3, and 4 are relative to one another.

Suppose we can determine where $1, 2, 3, ..., i$ are relative to one another. Then we will show how to determine where $i + 1$ is relative to $1, 2, 3, ..., i$. 
We use another induction argument here. First we will show how to find where $i + 1$ is relative to 1, 2, 3, and 4.

Consider where 1 is relative to $i - 2$ in the $(n - 2)$-minors of $p$. These can all be found by where 1, 2, 3, ..., $i$ are relative to each other except for the following cases:

\( \binom{i-1}{3} \) times this relative order is determined by where 1 is relative to $i + 1$,

\( \binom{i-2}{2} \) times this is determined by where 2 is relative to $i + 1$,

\( \binom{i-3}{1} \) times this is determined by where 3 is relative to $i + 1$, and

one time this is determined by where 4 is relative to $i + 1$.

Since we know where 1, 2, 3, and 4 are relative to one another, this determines where $i + 1$ is relative to 1, 2, 3, and 4.

Now suppose we know where $i + 1$ is relative to 1, 2, ..., $k - 1$. To get where $i + 1$ is relative to $k$, consider where $k - 3$ is relative to $i - 2$ in the $(n - 2)$-minors of $p$. Except in the case where these two entries come from $k$ and $i + 1$, we know where $k - 3$ and $i - 2$ should be relative to one another in the $(n - 3)$-minors of $p$ because of the induction hypotheses. Now simply look at the remaining minors to determine where $k$ is relative to $i + 1$ in $p$.

Since we can determine where all the entries are relative to one another, we can find $p$ from its $(n - 3)$-minors.

\[ \diamond \]

**Theorem 5.12** $N_3 > 6$.

**Proof:** We simply need to show that there is a pair of permutations $p$ and $q$ each of length six such that $M_3(p) = M_3(q)$.

If we let $p = 135246$ and $q = 142536$ we can check that

$M_3(p) = \{123^{10}, 132^4, 213^4, 231, 312\} = M_3(q)$.

\[ \diamond \]
5.5 Further Results and Directions

First it is good to note that if we have two permutations whose minor multisets are the same when removing $k - 1$ entries at a time, then the minor multisets that result from removing $k$ entries at a time will also be the same as is stated in the following lemma.

**Lemma 5.13** If $M_{k-1}(p) = M_{k-1}(q)$, then $M_k(p) = M_k(q)$.

Before we prove this lemma, we will introduce the idea of removing entries from permutations in the multiset $M_k(p)$. Consider the multiset $M'_k(p)$ to be the multiset that it is formed by removing one at a time each entry of each permutation in $M_k(p)$ and, as before, the remaining entries of each permutation are appropriately renumbered.

**Example 5.14** If we let $p = 2413$, then we have already seen that $M_1(p) = \{132, 213, 231, 312\}$. Removing one entry at a time from each permutation in this multiset and renumbering, we get $M'_1(p) = \{12^6, 21^6\}$.

**Proof:** (of the lemma)

Let $p$ and $q$ be two permutations such that $M_{k-1}(p) = M_{k-1}(q)$. Then consider the multisets $M'_{k-1}(p)$ and $M'_{k-1}(q)$. By the way that these multisets were formed and the fact that $M_{k-1}(p) = M_{k-1}(q)$, it is clear that $M'_{k-1}(p) = M'_{k-1}(q)$.

Also notice that each $n - k$ element subpermutation (up to renumbering) of $p$ is contained in $n - k + 1$ of the $(n - k + 1)$-minors of $p$ as there are $n - k + 1$ ways to choose the last last entry. Then each $(n - k)$-minor of $M_k(p)$ will be represented exactly $n - k + 1$ times in $M'_{k-1}(p)$.

Since $M'_{k-1}(p) = M'_{k-1}(q)$, we know $M_k(p) = M_k(q)$.

\[\Diamond\]

The following proposition is due to Miklós Bóna. This proposition gives us a lower bound on what $N_k$ can be for any value of $k$. 

Proposition 5.15 (Bóna) $N_k \geq k + 4$.

Proof: By induction on $k$.

The result has been shown to be true for $k = 1$ and $k = 2$ in the previous sections. Suppose this proposition is true for $k - 1$ and we will prove it is also true for $k$.

To do this, we will show that there exist permutations $P$ and $Q$ each of length $k + 3$ such that $M_k(P) = M_k(Q)$. By the induction hypothesis, there exist permutations $p$ and $q$, both of length $(k - 1) + 3$ such that $M_{k-1}(p) = M_{k-1}(q)$.

Now consider the permutations $1p$ and $1q$ which are obtained by putting a 1 in front of the appropriate permutation and increasing all the other values of the permutation by one.

The 3-minors of $1p$ (and similarly $1q$) can be obtained in one of the two following ways.

First, we consider the 3-minors of $1p$ that are obtained when the 1 of the permutation is removed. Then we are also removing $k - 1$ entries from the permutation $p$. In other words, we are simply obtaining the 3-minors of $p$. We already know that the 3-minors formed in such a way will be the same as when 1 and $k$ other entries of $1q$ are eliminated to form 3-minors of $1q$.

Thus we only need consider the second case when 1 is not one of the entries removed from $1p$. The 3-minors formed in this way will all begin with 1 and then be followed by 2-minors of $p$ (incremented up by one). By the previous lemma, we know that $M_k(p) = M_k(q)$. Hence these minors will also match up with those of $1q$ formed this way.

Therefore $M_k(1p) = M_k(1q)$, so $N_k \geq (\text{length of } 1p) + 1 = k + 4$. \hfill \Box
The results for small $k$ shown in this chapters suggest that perhaps the following may be true.

**Conjecture 5.16** $N_k = k + 4$

If one could simply check relatively small values of $n$ for each $k$ in order to determine $N_k$, it would certainly make this process easier. One possible way to reduce the work would be to find an affirmative answer to the following question.

**Question 5.17** *If $M_k(p)$ is unique for all $p$ of length $n$, does this force $M_k(q)$ to be unique for all $q$ of length $m > n$?*
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